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System Overview

L

= EDL

90k Tri-lingual > CMN: RPI

source documents ENG: RPI

SPA: UPenn, UIUC

. 2 4

SF Event BEST
CMN: Stanford CMN: RPI CMN: Cornell
ENG: Stanford ENG: UPenn, UIUC ENG: Columbia
SPA: Stanford SPA: UPenn, UIUC SPA: Columbia

( Cross-lingual Entity and Event )

Coreference Resolution
RPI

T The Devil's in
f the Details!

Confidence Aggregation
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Overall Results

= Top performance at all cross-lingual tasks

= We are the only team who did end-to-end KB construction for
all languages and all tasks

= Compared with human performance (all hops)

slot types #justifications TinkerBell Human % Human

all 3 7.56% 47.1% 16.1%
all 1 13.32%  59.77%  22.3%
SF 3 11.43% 40.97% 27.9%
SF 1 17.30%  41.53% 41.7%




Novel Approaches

EDL

A joint model of name tagging, linking and clustering based on
multi-lingual multi-level common space construction

Joint transliteration and sub-word alignment for cross-lingual entity
linking

SF
Joint inference between EDL and SF

Event extraction

dependency relation based attention mechanism for event
argument extraction

Sentiment Analysis (BeSt)

a target-focused method augmented with a polarity chooser and
trained for the only entity-target task

Cross-lingual cross-document entity and event coreference resolution



Entity Discovery and Linking

Top performance for all languages in Cold-start++ KB construction

Team NER NERC NERLC KBIDs CEAFmC+
P R F P R Fy P R Fy P R P P R Fy
3 832 673 744 | 768 622 688 | 626 507 560 | 731 649 688 | 60.7 49.1 543
13 528 548 538 | 298 309 303 [ 226 234 230 | 641 469 542 | 197 205 20.1
8 817 530 643 | 717 465 564 | 55 3.5 43 0.0 0.0 0.0 4.8 3.1 37
Chinese
3 848 620 722 [796 501 678 [ 651 483 554 [ 799 649 717 [ 640 d7.5 545
18 750 605 670 700 565 626 | 478 385 427 (844 387 531 | 463 374 414
13 682 474 559 | 388 269 318|315 219 258 (| 623 444 518 | 306 213 25.1
17 798 562 660 (739 520 611 | 147 103 121 ( 0.0 0.0 00 | 139 98 115
23 562 715 630 | 517 659 579 | 99 127 11.1 | 00 0.0 0.0 89 114 100
8 854 508 637 | 81.1 483 605 | 50 3.0 3.7 0.0 0.0 0.0 4.6 2.8 35
English
3 715 667 T17 [ 715 615 661 | 579 4908 535|636 682 658 | 541 465 350.1
18 786 79.1 788 | 726 730 728 | 529 532 530 (704 498 584 | 488 49.1 490
17 730 795 761 [ 66.1 719 689 | 232 253 242 | 0.0 0.0 00 | 21.1 229 220
19 9208 625 741 (833 573 619 | 269 185 219 | 0.0 0.0 00 [ 235 162 192
13 559 705 624 | 317 399 353|195 246 218 | 669 505 576 | 160 202 179
8 785 489 603 | 713 445 548 | 78 49 6.0 0.0 0.0 0.0 7.0 44 54
22 515 329 40.1 | 297 190 232 | 5.2 33 4.0 0.0 0.0 0.0 49 3.1 38
Spanish
3 866 743 80.0 | 785 674 T25 | 641 550 392|764 621 685 | 628 539 580
13 409 504 45.1 | 227 280 251 | 199 246 220 | 640 466 539 | 162 200 179
8 849 587 694 | 635 439 519 | 52 3.6 4.2 0.0 0.0 0.0 4.5 3.1 3.7

English and Chinese EDL see tomorrow RPI’s talk
This talk: details about Spanish EDL



Event Coreference Resolution

Construct an undirected weighted graph:

= node: event nugget

= edge: coreference link between two event nuggets
Apply hierarchical clustering to classify event nuggets into hoppers

Features

Remarks(EEM]1: the first event mention, EM2: the second event mention)

type_subtype_match

1 1f the types and subtypes of the event nuggets match

trigger_pair_exact_match

1 1f the spellings of triggers in EM1 and EM2 exactly match

stem_of_the_trigger_match’

1 if the stems of triggers in EM1 and EM2 match

similarity _of_the_triggers(wordnet)”

quantized semantic ssmilarity score (0-3) using WordNet resource

similarity _of_the_triggers(word2vec)

quantized semantic similarity score (0-5) using word2vec embedding

POS_match*

1 if two sentences have the same NNPCD

token_dist how many tokens between triggers of EM1 and EM2 (quantized)
realis_conflict 1 1f the realis in EM1 and EM?2 exactly match

Entity _match Number of entities appear both 1n sentences of EM1 and EM?2
Entity_prior Number of entities appear only in the sentence of EM1

Entity _act Number of entities appear only in the sentence of EM2

Event arguments our system found & missed by human in KB

construction

- compound noun: HE —FH L, MESWITIREZB MR (once Japanese

army has injures and deaths, they will revenge civilians like crazy.)
= Why should it be Apple's problem? Will it stop you form buying an iPhone?
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SPANISH ENTITY DETECTION

AND LINKING
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SPANISH EDL: NER

Input
Text

= NER (Chinese and Spanish)
Cross-Lingual NER via Wikification [Tsai et al., CoNLL 2016]
Wikify n-grams and add wikifier features to the lllinois NER model

U 0 0O O

Chinese/Spanish brown clusters

Chinese/Spanish gazetteers

&, ZocniTive CompuraTion Grourp

- P | FreeBase ID | _ NIL
7 NER > Wikification —> Mapping >l Clustering
N\
Nominal 5| Simple
Detection Coreference

—> Qutput




NER WITH NO TARGET LANGUAGE TRAINING DATA: KEY IDEA

= Cross-lingual Wikification generates good language-independent
features for NER by grounding n-grams (TsaiMaR02016)

Person

Location

... nachvollziehenden Verstehen Albrecht Lehmann 1ait Fliichtlinge und Vertriebene in Westdeutschland

Understanding

Albert, Duke of Prussia

Jens_Lehmann

Refugee

Western_Germany

media_common
guotation_subject

person
noble_person

person
athlete

field_of study
literature_subject

location
country

= Words in any language are grounded to the English Wikipedia
0 Features extracted based on the titles can be used across languages

» |nstead of the traditional pipeline: NER = Wikification

o Wikified n-grams provide features for the NER model

o Turns out to be useful also when monolingual training data is available
o Use TAC 2015 EDL train + eval, 2016 eval, DEFT ERE Spanish data to train

&

&_ ZocniTive CompuraTion Grourp
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SPANISH EDL: WIKIFICATION

—> Output

NER — Wikification —> FreeBa;e D1 N|L.
Mapping Clustering
Input
Text :
Nominal 5| Simple
Detection Coreference
= Wikification

O Uses cross-lingual word and title embeddings to compute similarities
between a foreign mention and English title candidates [Tsai and Roth,

NAACL 2016]

0 Obtain FreeBase ID using the links between Wikipedia titles and
FreeBase entries if a mention is grounded to some Wikipedia entry.

0 NIL Clustering: unlinked mentions are clustered together if Jaccard

similarity of surface forms > 0.5

&, ZocniTive CompuraTion Grourp
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SPANISH EDL: WIKIFICATION

NER > Wikification —> FreeBas_eID > N“‘.
Mapping Clustering
Input
Text \
N Nominal | Simple
Detection "| Coreference

—> Qutput

Nominal/Pronoun Detection

o Train lllinois NER model on the nominal noun annotations

= | Only generic features - words themselves, Brown clusters

= Train on nominal mentions in the TAC EDL 2016 Spanish evaluation

data) (ERE nominal data does not help)

= For pronouns, train on pronouns in DEFT ERE (no pronominal data in

previous TAC evals)

Co-ref to linked NE: Type + proximity + author heuristics

L ZocniTive CompuraTion Grourp

12



RESULTS

Hard to interpret cold start scores to extract EDL, so these are
scores for|UIUC’s standalone EDL submission

O Some improvements to nominal mention detection and linking, so
almost certainly higher than Cold Start performance

2017 Evaluation Set

Measure Precision Recall  Fl
Spanish

strong typed mention match 84.6 694 |76.3

strong typed all match 77.3 48.9 59.9

typed mention ceafl 78.3 49.5 60.7

-

&, ZocniTive CompuraTion Grourp
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CROSS-LINGUAL WIKIFICATION EVALUATION [TsAl & RoTH NAACL'16]

The baseline of simply choosing the title that maximizes Pr(title| mention) is good for many mentions:

Language Method Hard Easy Total

EsWikifier 40.11 99.28 79.56

MonoEmb 38.46 96.12 76.90
Spanish

WordAlign 48.75 95.78 80.10

WikiME 54.46 94.83 81.37

MonoEmb 43.73 97.85 79.81
Chinese

WikiME 57.61 98.03 84.55

MonoEmb 40.47 98.15 78.93
Turkish

WikiME 60.18 97.55 85.10

MonoEmb 34.51 98.65 77.30
Tamil

WikiME 54.13 99.13 84.15

MonoEmb 35.47 99.44 78.12
Tagalog

WikiME 56.70 98.46 84.54

I

& ZocniTive CompuraTion Grourp
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CITATIONS

= Chen-Tse Tsai and Dan Roth, “Cross-lingual Wikification using
Multilingual Embeddings”, NAACL (2016)

= Chen-Tse Tsai, Stephen Mayhew, and Dan Roth, “Cross-lingual
Named Entity Recognition via Wikification”, CoNLL (2016)

= Haoruo Peng and Yangqiu Song and Dan Roth, “Event Detection
and Co-reference with Minimal Supervision”, EMNLP (2016)
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EVENT NUGGET DETECTION

AND CO-REFERENCE
HAORUO PENG, HAO WU
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EVENT NUGGET DETECTION AND COREFERENCE

-

~

\
‘ Input (
text >

P

Realis
Classifier

P

Coref
Classifier

|

SRL
; Event
NER ,_)[ Classifier
Entity Co- |

. reference |

= Pipeline architecture

= Use SRL predicates as event trigger candidates

= (Classify triggers into 34 types, filter extraneous typed triggers
= Realis: Classify survivors into Actual/General/Other
= Binary classifier, applied to “Actual” pairs, into Coref/Non-coref

= Spanish: translate to English, process, map back

L ZocriTive CompuraTion Group




SRL ANNOTATION COVERAGE OF EVENTS

From Peng et al. 2016, analysis of ACE 2005 and TAC 2015 event
coverage by predicted SRL

ACE Precision Recall FI
Predicates | Verb-SRL — 03.2 —
over Nom-SRL —_ 87.5 —
Triggers All — 91.9 —
SRL Args | Verb-SRL 00.4 85.7 88.0
over Nom-SRL 02.5 73.5 81.9
Event Args | All 90.9 823 864
TAC KBP Precision  Recall Fl
Predicates | Verb-SRL — 90.6 —
over Nom-SRL — 5.5 —
Triggers All - I 88.1 l -
SRL Args | Verb-SRL 89.8 83.6  86.6
over Nom-SRL
Event Args | All 89.5 81.0  85.0

&, ZocniTive CompuraTion Grourp
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TINKERBELL ENGLISH/SPANISH EVENT RESULTS

= Low scores for Tinkerbell system:
o Only detected event nugget + coref, not event arguments

o during later TAC event track, found several bugs

= [Results from TAC event track

 English Event Nugget Detection

Precision Recall F1

Dev Set
Span 61.40 5546 58.28
Type 50.68 44775 47.54

Realis 41.76 36.32 38.86
Overall 33.50 32.10 30.81

Test Set
Span 53.44 41.72  46.86
Type 37.46 29.24 3285

Realis 30.30 23.65  26.57

Overall 19.80 1546 17.36

&p COGNITIVE

ComrpuraTion Group
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EVENT RESULTS FROM TAC EVENT TRACK (CONT’D)

= Event Nugget Co-reference: English

BCUB CEAFe MUC BLANC AVG
Dev Set 36.86  35.67 1343 9.77 23.93
Test Set  24.98 23.36 12,57 8.96 17.47

= Event Nugget Co-reference: Spanish

BCUB CEAFe MUC BLANC AVG
Dev Set 2206 20.81 1352 737  15.94
TestSet 1593 1585 3.89 344 | 9.78 |

-

&, ZocniTive CompuraTion Grourp
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CURRENT WORK: MINIMALLY SUPERVISED EVENT DETECTION

= Peng & Roth EMNLP’16
= Deterministic Mapping from E-SRL to Event Components

o 0O 0 0 o0 O

Action: SRL predicate
Agent._ , : SRL subject

sub

Agent,,; : SRL object event — Co-ref

Time: Temporal Expression

Location: NER location v

Entity Co-reference location ( action ) time

&, ZocniTive CompuraTion Grourp
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ESA: A Wikipedia driven approach.
EVENT VECTOR REPRESENTATION Represents a word as a (weighted)

list of all Wikipedia titles it occurs in
, , / Gabrilovich & Markovitch 2009]
Unsupervised Conversion

0 Representations are generic; do not depend on the task and data set but rather
on a lot of, lazily read, text. It takes event structure into account.

Text-Vector Conversion Methods

o Explicit Semantic Analysis (ESA) is used for each component (sparse
representation, up to 200 active coordinates)

0 (Found to be better than Brown Cluster(BC), Word2Vec, Dep. Embedding)
Basic Vector Representation

o Concatenate vector representations of all
event components [ .enen. 1= 11 e 1 e I e Il o . P L e 1

event action agent,, agent,. Jocation time sentence
or

clause

Augmented Vector Representation

o Augment by concatenating more text fragments to enhance the interactions
between the action and other arguments

event agent, agent, . location time
+ + +

+

sub obj

action action action action

22



EVENT VECTOR REPRESENTATION ADVANTAGE

" Domain Transfer

0 Event Vector (MSEP) performs better outside training domains

0 Supervised methods are shown to over-fit and performance drops
when transferring domains (here: Newswire and Forums)

Train Test MSEP  Supervised
Event Detection Span+Type F1
In Domain NW NW 58.5% 63.7
Out of Domain DF NW 55.1% 54.8
In Domain DF DF 579 62.6
Out of Domain NW DF 52.8 52.3
Event Co-reference VG Fl
In Domain NW NW 73.2 73.6
Out of Domain DF NW 71.0 70.1
In Domain DF DF 63.6 65.Y
Out of Domain NW DF 67.9 67.0

&, ZocniTive CompuraTion Grourp
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Belief and Sentiment

= Belief and Sentiment are cognitive states

= Analyze text to understand what people (the author, other
people) think is true, and like and dislike

= TAC KBP 2016: BeSt track

= Source-and-Target Belief and Sentiment
= Multiple conditions

= 2 genres

= Discussion forums

= Newswire
= 3 languages

= English, Chinese, Spanish
= 2 ERE conditions

= Gold
= Detected (RPI, UIUC -- thanks!)



ColdStart++: Belief and Sentiment

Actually, only Sentiment
Actually, only Sentiment towards Entities
Columbia
= English
= Spanish
Cornell
= Chinese

Both sites used the systems they developed for TAC KBP BeSt
2016, with small improvements

= Addition of confidence measure



Results from 2016 BeSt Eval

Columbia English Results 2016 BeSt (best results in eval)

Gold ERE Predicted ERE
System Genre
Prec. Rec. F-meas. | Prec. Rec. F-meas.
Disc. Forums 8.1% 70.6% |14.5% |3.7% |29.7% | 6.5%
Baseline Newswire 4.0% 35.5% | 7.2% 2.3% | 16.3% | 4.0%
Disc. Forums 14.1% | 38.5% | 20.7% |6.2% | 20.6% | 9.5%
Columbia
System 1 Newswire 7.3% 16.5% | 10.1% |2.7% | 9.0% 4. 2%

e Discussion Forums easier
e Thereis more sentiment in DFs

* Predicted ERE hard



Results from 2016 BeSt Eval

Cornell Chinese Results 2016 BeSt (best resuts in eval)

Gold ERE Predicted ERE
System Genre
Prec. Rec. F-meas. | Prec. Rec. F-meas.
el pc.forums | 5.0% 66.1%  9.2% 1.6% 6.1%  2.6%
Newswire 0.7% 23.1% 1.4% 03% 2.0% 0.6%
Cornell Disc.Forums | 55 99 27 5% 36.2% 12.1% 1.2% 2.1%
System 1 (gold) _
System 2 (pred) Newswire 21.9% 43% 7.2% 59% 0.9% 1.6%

Did relatively better on Gold than Columbia on E

Discussion Forums easier
e Thereis more sentiment in DFs

Predicted ERE hard




Chinese Belief and Sentiment
(Cornell)

= Hybrid approach based on our belief and sentiment system at
TAC 2016 with the following changes:

= More training data
= BeSt 2016 eval

= Chinese slangs and idioms to improve sentiment analysis
= Confidence

= We build 7 versions of the system, each optimized to a different
£l measure; then set the confidence of a sentiment

clsentiment heuristically, based on the number of systems that
report it

= E.g.,0.1if 1 system reports, 0.3 if 2,0.5if 3, 0.7 if 4, etc.
= The final confidence clfinal is obtained in two different ways
= clfinal =clsentiment

= clfinal=clsentiment -cltarget -clsource



Columbia English/Spanish Sentiment

= Approach in 2016 assumes two defaults
Source is always author
Sentiment is always negative
= Approach based on:
Sentence segments
Whole posts
Author history
= We added a positive sentiment detector for CS++ 2017
= We added more training data

= Confidence: used ML confidence scores, and then added priors
on target types

These priors made no difference whatsoever (why?)



Results

Results are disappointing for Columbia systems (English, Spanish)
K3, all hops

LDC-Mean-All-Macro SF-All-Macro
Language

Prec. Rec. F-meas. | Prec. Rec. F-meas.
Chinese Sys1
Cornell 18.7%| 41.1% 21.8% 20.0% 46.0% 23.9%
English
Columbia 6.5% 16.3% 71.4% 6.8% 14.1% 6.8%
Spanish
Columbia 2.4% 9.8% 3.2% 2.8% 11.1% 3.5%




Why are Results so Low
for English and Spanish?

Had already seen that predicted ERE decreases performance
CS++ results in line with BeSt 2016 results on predicted ERE

Chinese system made more systematic use of outside resources
than Columbia systems did

As a result, some overfitting to training data for English and
Spanish

Obvious remedy: train on more varied data, use more external
resources (sentiment dictionaries etc.)



Tinkerbell — Stanford
Tri-lingual Slot Filling

Arun Chaganty, Ashwin Paranjape, Jason Bolton,
Jinhao Lei, Matthew Lamm, Abigail See, Kevin Clark,
Yuhao Zhang, Peng Qi, Christopher D. Manning



CS Knowledge Base Population

Penner is survived by his brother, John, a copy
editor at the Times, and his former wife, Times
sportswriter Lisa Dillman.

|

Subject Relation/Slot Object

Mike Penner per:spouse Lisa Dillman

Lisa Dillman per:title Sportswriter

Lisa Dillman per.employee_of Los Angeles Times




/ CS KB/SF 2017

e Common system architecture
e Entities

e English system

* Chinese system

e Spanish system

e Results

34



20 cores, 768GB RAM,
1.2TB SSD.

The Stanford KBP Pipeline e “:

» CoreNLP Annotators =] | '.

Entity Detection & Linking

External EDL )67

Relation Extractors

Components are
specialized for each
language Post-processors

l

Error analysis

35



/ CS KB/SF 2017

e Common system architecture
e Entities

e English system

* Chinese system

e Spanish system

e Results

36



Entities for slot filling

* Need to identify possible slot filling candidates, so annotate
dates, titles, etc. with a rule based system.

e Use lots of TokensRegex patterns, SUTime and HeidelTime
(for Spanish).
e Our internal system also uses a named entity recognition system
to identify name mentions and uses coreference for pronominal
mentions. We ignore nominal mentions.

e Use the neural coreference system in Stanford CoreNLP for
English and Chinese and a rule based system for Spanish.

* This year: Improved named entity recognition
* This year: fusion with external EDL systems

37



J[CANIHAZ

e Several new datasets for training

38

Old New in 2017
English ACE 2002 / 2003 EDL Comprehensive Training Data 2014, 2015
MUC 6 and 7 ERE Discussion Forum Annotation 2014
CoNLL 2003 ERE Chinese/English Parallel Annotation 2014
OntoNotes Rich ERE Training Annotation 2015 and 2016
Chinese | Ontonotes 5 ACE 2004 Multilingual
ACE 2005 Multilingual EDL Comprehensive Training Data 2015
ERE Chinese/English Parallel Annotation 2014, 2015
ERE Discussion Forum Annotation 2014
Rich ERE Chinese/English Parallel Annotation 2015
Rich ERE Training Annotation 2015
Spanish | Ancora Spanish Treebank CoNLL 2003

DEFT Spanish Treebank v2

ACE 2007 Multilingual

EDL Comprehensive Training Data 2015
Rich ERE Annotation 2015

Light ERE Training Data 2015




e We added a Bi-directional
LSTM-CNNs-CRF Model for NER

e Based on

39

CRF
Layer

Backward
LSTM

Forward
LSTM

Char
Representation

Word
Embedding

PRP

arc

VBG

J[CANIHAZ

playing soccer



results

e Data from the EDL and ERE resources help significantly

Improved named entity recognition: . n‘
UINTHEDATA

l[CANIHAZ

e Particularly provided in-domain data for discussion forums

e More pronounced for Spanish and Chinese

e The neural bi-LSTM CRF model results in increased score for

English

EDL 2015-16 | Original training | + New training data | + Neural model
data

Spanish 55.0 70.0
Chinese 62.4 74.9
English 75.5 80.0 80.9

40



l[CANIHAZ

Improved named entity recognition: . 9
impact on slot filling e

e The dataset augmentation resulted in relatively minor
improvements on its own, but the neural model helped
significantly.

2017 KBP | Original training + New training data | + Neural model
data

Spanish 18.6 18.6
Chinese 14.9 -
English 22.2 22.2 25.4

41
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EDL fusion for ColdStart++:
results on 2016 eval (dev)

e Merge entities from other Tinkerbell teams with Stanford’s
entities and fine-grained typed slot candidates.

e |Improvements across languages: better EDL helps in relation

extraction!
IIII“
English  Stanford only 55.7 16.4
+ RPI 49.8 11.3 (kWM Scores are biased
Chinese Stanford only 27.9 22.6 L) Cccause of
incompleteness!
+ RPI 16.5 27.3 20.6
Spanish  Stanford only 28.3 25 4.6
+ UIUC 19.8 3.4 5.9

43



EDL fusion for ColdStart++:
results on 2017 evaluation

e EDL fusion made a huge impact on Chinese, and improved over
our original English system, but the neural NER system
outperformed both.

KBP2017 | EDLSystem | P | R_| F1_| AP_

English Stan. CRF only 21.3 29.1 22.2 26.2
Stan. Neural only 23.8 33.3 25.4 27.5
+ RPI 22.3 324 23.9 26.7
Chinese Stanford only 16.3 14.9 14.9 16.8
+ RPI 19.6 18.1 18.0 18.4
Spanish Stanford only i} i} - -
+ UIUC 19.2 19.8 18.6 16.3

44



/ CS KB/SF 2017

e Common system architecture
e Entities

e English system

* Chinese system

e Spanish system

e Results
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English Extraction systems

e Pattern-based systems

e TokensRegex

* Semgrex

e Coreference-based alternate names

e Rule-based system for identifying webpage URLs.

e Nested mention extractor for subsidiaries and headquarters
e Self-trained supervised classifier
* New neural network system

46



* Use our new position-aware NN
relation extraction architecture
(Zhang et al. EMINLP 2017)

e Needs supervised training data
Summary vector: q = h,,

e Attention layer:

u; =v' tanh(Wph; + W, q+
W;p; + W,p;)
exp(u;)

> j—1 exp(uy) i

* Relations: z = Z@-:l aih;

a; —

°7Softmax: y = softmax(Wz)

aq

4
T

> hg > h3

T | T

X1 X2 X3
S  S—
Mike and Lisa
(subject) (object)
[__—| l__—| f__—|
: 0 : | : 2
| | |
(1) ] i(e3); | i(e3): |
E 2 E 1 i 0
| | |
(1) i(es) i(e3)




Results

e The neural system significantly outperforms the other systems

e Using multiple justifications increases recall at the expense of
precision, results in a net decrease in average precision

_KBP 2017 | _Relation Extraction | P_| R _| F1 | AP (K=1)

48

English

Patterns only

+ Supervised

+ Neural system

- Multiple justifications

19.9 18.1 17.6 16.4
20.3 21.9 19.5 19.0
22.7 27.5 22.6 21.6
240 26.4 231 21.9



The curious case of low macro-precision

e High precision systems were showing lower macro precision!

System micro-precision | macro-precision

High Precision 51.00 18.91

High Recall 19.35 21.14

e Reason - All queries with no slot fills get zero precision.
Reduces mean-precision over queries

e High precision systems often predict nothing for many queries.
Their macro-precision gets penalized because of low recall

e Proposed fix - Compute mean precision only over queries with
at least 1 proposed slot fill = then we get 59.5 macro-precision
for high precision and 38.49 for high recall system

49



/ CS KB/SF 2017

e Common system architecture
e Entities

e English system

* Chinese system

e Spanish system

e Results
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Chinese Extraction systems

e Pattern-based systems

e TokensRegex + Semgrex

e (New) Nested-mention extractor for headquarters
e Logistic regression trained using distant-supervision
e Other improvements:

* An improved Chinese segmentation model

e Improved extractor for subsidiaries

51



Results

* Including the distant supervision system helps a little bit.

KB 2017| Relation Extraction | P | R | F1 | AP (K=1)

Chinese  Patterns only 20.1 18.6 18.5 17.3
+ Distant supervision 20.5 18.7 18.8 17.4
- Multiple justifications 20.5 18.7 18.8 17.4

52



/ CS KB/SF 2017

e Common system architecture
e Entities

e English system

* Chinese system

e Spanish system

e Results
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e Built from scratch!

54



e Made from 2,400+ TokensRegex and 500 Semgrex patterns.

e These are our CoreNLP systems for regex-like patterns over
token sequences and dependency trees respectively

* TokensRegex (for per:title): SENTITY PER /fue/ /
elegido|elegida/ /como/ STITLE
e Semgrex (for per:title) {ner:/TITLE/ }=slot >/cop/
{ner:/PERSON/ }=entity
* Trace ingredients:
e HeidelTime for date-time expressions
e Large fine-grained NER lexicon, some translated from English
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e Secret sauce: good syntactic dependencies using Dozat et al.
(2017) neural POS tagger and UD parser (91.65% LAS)

' The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again

56



Semgrex patterns are able to generalize many different contexts!

KBP 2016 (dev) “““ Scores are very biased

because 2016 data is

Best 2016 system 17.6 36.4 23.7 extremely incomplete!
Tokensregex 19.8 3.4 9.9
+ Semgrex 17.5 10.0 12.6
KBP 2017 | Relation Extraction | P_| R | F1 | AP (K=1).
Spanish Patterns only 144 149 13.7 13.4
- Multiple justifications 152 152 14.4 13.8
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Slot filling results and takeaways

e Tinkerbell (and Stanford)

SF systems were amongst
the top-ranked! Tinkerbell P | R | F1|AP

* Improved EDL English 23.4 31.3 24.7 13.9
performance leads to Chinese 174 155 156 8.6
be“erls'olt fling. ~  Spanish  14.8 15.8 14.3 9.8
e — Gose

improvement in English
slot filling scores.
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